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Avant propos



Une rapide bio
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Laboratoire MICS
Mathématiques et Informatique pour la Complexité des Systèmes et des Données

Recherche méthodologique et fondamentale en Mathématiques et en Informatique

Orientée vers l’étude et la modélisation des systèmes complexes au sens large

Interaction multi-échelle

Ex : vivant

Systèmes stochastiques

Incertitude

Composants hétérogènes

en interaction

Données, non-

structurées, hétérogènes,

de grande taille 



Intelligence Artificielle Générative

• Pré-entraînés à grande échelle, avec deux principaux objectifs: 
mask language modeling (MLM) et causal language 
modeling (CLM).

• La phase de pré-entrainement permet au modèle d’acquérir 
des connaissances et des capacités étendues. 

• Lors de l'inférence, à partir d'une invite d'entrée (prompt), le 
LLM génère une distribution de probabilité sur un vocabulaire 
pour les mots ou tokens suivants possibles. 

• Un même modèle peut être utilisé avec peu ou pas 
d’apprentissage pour un ensemble de tâches (e.g. traduction, 
classification, résumé, réponses à des questions,...).

• Vers des modèles de fondation.



Travaux sur les LLMs au MICS

Pré-entraînement Adaptation
Safe Retrieval [Gisserot et al, TMLR 24]

Colpali : Multimodal RAG [Faysse et al, ICLR 
25]

Évaluation Explicabilité
Instruction Fine-tuned Model 
Evaluation
[Faysse et al, EMNLP 23]

The EuroLLM Suite

[Faysse et al, TMLR 25]
[Alves et al, COLM 24]
[Colombo et al, NeurIPS 
24]
[Boizard et al, COLM 25] Model Distillation [Boizard et al, TMLR 25]

New metric, benchmarking
[Colombo et al, AAAI 22]
[Colombo et al, NeurIPS 22]

Concept-based approaches
[Claye et al, preprint 25]
[Aswal et al, preprint 25]



Et sur les modèles de fondation, e.g. santé

Modèles de fondation Robustesse, Adaptation
Full Conformal Adaptation of Medical 
VLMs [Silva-Rodriguez et al, MICCAI 25]

Évaluation, Benchmarks Explicabilité
Concept-based approaches
[Claye et al, GenBio ICML 25]
 Explanation generation
[Charachon et al, FGCS 22]
Counterfactual analysis for digital 
histopathology
[Benkirane et al, MIDL 24]

Sam-Path : Digital pathology 
segmentation
[Zhang et al, MICCAI Worshop 23]

Novae : graph-based FM for spatial 
transcriptomics data
[Blampey et al, preprint 24]

rayDino : X-ray analysis
[Moutakanni et al, preprint 24]

Fair and comprehensive 
comparaison of FMs in 
computational 
pathology
[Marza et al, preprint 25]

https://mics-lab.github.io/thunder/

Out-of-distribution generalization [Scalbert 
et al, MICCAI 22]

https://mics-lab.github.io/thunder/
https://mics-lab.github.io/thunder/
https://mics-lab.github.io/thunder/


Contexte : des modèles très performants

Des progrès majeurs à un rythme 
très rapide !

International AI Report [Bengio et al, 25]
« Between the end of the writing period 
for this report (5 December 2024) and the 
publication of this report in January 2025, 
an important development took place »



Contexte : des modèles loin d’être dignes de confiance

Tesla on autopilot slam into truck

incidentdatabase.ai



Quelques challenges

➢ Protection des données : confidentialité et intégrité

➢ Contraintes liées aux ressources disponibles, y compris les données

➢ Multimodalité : plus que du texte et des images

➢ Confiance : sécurité, robustesse, explicabilité

➢ Confiance : vérification, validation

➢ Certification, conformité légale

➢ Souveraineté

• ....



1. Il est possible de concevoir des 
modèles européens ouverts et 

transparents.



Une suite de modèles européens
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CroissantLLM
1.3B @Jean Zay

100K+ 
downloads

EuroLLM
1.7B & 9B & 22B @MN5

Extreme-Scale
300K+ downloads

EuroBERT
<1B & 2B @Adastra

150K+ downloads

Tower
2B, 7B, 13B, 70B @MN5

AI & Data Intensive
200K+ downloads

SaulLM
7B & 45B & 144 @ADASTRA

Extreme-Scale
100K+ downloads

ModernVBERT
1B <@JEANZAY

Small-Scale
10K+ downloads

2024 20252023

La plupart de ces modèles ont 
été conçus avec une optique 
industrielle.
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CROISSANT LLM : un petit modèle de langue
1
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Un partenariat industriel et universitaire pour un SLM souverain
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Assistant Professor
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Professor

Nicolas Boizard
CentraleSupélec, MICS
Diabolocom
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Croissant LLM

Comment le construire ? 

Option 1: Pré-entraînement from “scratch” Option 2: Pre-entraînement continu

‣ Entraîner un nouveau modèle à 
partir de zéro;

‣ Contrôle total ;
‣ Nécessite beaucoup de puissance 

de calcul !

‣ On part d’un modèle existant et on 
continue son pré-entraînement;

‣ On ne connait pas tout du modèle 
d’origine;

‣ Ne pas repartir de zéro. 

1
5



Un projet de recherche avec des motivations industrielles

Recherche

CroissantLLM est un projet 
de recherche visant à 
étudier l'impact du 
bilinguisme sur le pré-
entraînement et les 
performances des modèles 
de langue.

Open-Source

Basé sur l'open source, 
avec des modèles, des 
données, des bases de 
code et des critères 
d'évaluation ouverts, 
permettant ainsi aux 
chercheurs et aux 
praticiens d'en tirer 
profit.

Industrie

Un modèle conçu pour être 
suffisamment petit pour 
fonctionner en local, mais 
suffisamment performant pour 
exécuter des tâches génératives 
souvent réservées à des modèles 
plus volumineux (entraînement 
optimal pour l’inférence). Il est 
entraîné uniquement sur des 
données sous licence 
permissive. 



Le modèle (lois d’échelle de Chinchilla)
Les modèles génératifs sont souvent des décodeurs (GPT, Mistral, LLaMa) dont les performances sont 
étroitement liées (1) au nombre de paramètres du modèle et  (2) au nombre de tokens 
d'entraînement.

Notre choix : surentraîner un petit modèle (1,3B)  → rapport token:param de 2307 contre 20 optimal 
pour Chinchilla..

OU

Entraîner le meilleur modèle 
étant donné un budget de 

calcul fixé

Pour un budget de calcul donné, il existe un 
rapport optimal entre le nombre de 
paramètres et la taille des données 
d'entraînement. (~20 selon les lois d’échelle 
de Chinchilla)

Entraîner le meilleur modèle 
pour une taille fixée

En entraînant plus longtemps que le ratio 
Chinchilla, nous continuons à améliorer le 
modèle, mais les gains de performance sont 
de plus en plus coûteux.

Plus léger Plus rapide Capable Coût d’entraînement



Les données

Internet
Données filtrées du 
web

Traduction
Données parallèles 
Anglais-Français

Connaissance
Données scientifiques 
et factuelles

Business
Données de l’industrie 
et des administrations

Culture
Données sous 
licence permissive

L'entraînement des LLMs nécessite d'énormes quantités de données... En français et sous 
licence permissive, il est encore plus difficile d'en rassembler suffisamment !

Corpus

Livres dans le 
domaine public

Podcasts

Poèmes

Paroles de chansons

Sous titres de films

Corpus de lois

Débats parlementaires

Décisions 
administratives

Documents 
commerciaux publics

Encyclopédies

Manuels scolaires

Résumés de thèses

Publications 
scientifiques

Une quantité 
considérable de paires 
de traduction 
provenant de différents 
domaines

Filtrées à l'aide de 
méthodes d'estimation 
de la qualité à l’état de 
l’art

Données à l'échelle 
du Web filtrées pour 
obtenir des textes 
français et anglais de 
haute qualité

Code Github sous 
licence libre



Les données

Internet
Données filtrées du 
web

Traduction
Données parallèles 
Anglais-Français

Connaissance
Données scientifiques 
et factuelles

Business
Données de l’industrie 
et des administrations

Culture
Données sous 
licence permissive

L'entraînement des LLMs nécessite d'énormes quantités de données... En français et sous 
licence permissive, il est encore plus difficile d'en rassembler suffisamment !

Corpus

Pré-traitement des données

Upsampling

Identification et 
scrapping Filtrage SuréchantillonnageDéduplication



Transparence & Open-Source

80%

Projet fondé sur la transparence, destiné à 
servir de ressource utile aux professionnels de 
l'industrie et aux chercheurs !

CroissantLLM

Foundation Model Transparency Index Total Scores

Processus d’entraînement  
documenté du début à la fin

Ouvert à tous :
• Corpus d’entraînement
• Points de contrôle du 

modèle
• Critères d'évaluation
• Bases de code

Pas de restrictions d’usage (MIT)



Application : Traduction dans le navigateur (DINUM)

https://securitrad.centralesupelec.fr



Une suite de modèles européens
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Decodeurs vs. Encodeurs

À l'ère moderne du NLP, deux types principaux de modèles dominent : 
les modèles génératifs à encodeur et à décodeur uniquement.

EncodeurDecodeur

EncoderDecoder

How much do you like 
encoders?

I like encoders very much!

How much do you like 
encoders?
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Stratégies de pré-entrainement : CLM vs. MLM 

CLM

EncoderDecoder

The dog likes treats .

dog likes treats . <EOS>

MLM

The dog <MASK
> treats .

likes
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Focus sur deux travaux récents sur les encodeurs

EuroBERT: Scaling Multilingual 
Encoders for European Languages

COLM (2025)

Should We Still Pretrain Encoders 
with Masked Language Modeling?

Under review



Pourquoi des encodeurs ?

Polyvalence
Les représentations des encodeurs peuvent être utilisées pour des tâches 
telles que la classification, la recherche, la NER, les questions-réponses ... 

Efficacité
Les modèles encodeurs sont intrinsèquement plus compacts que les 
modèles décodeurs, ce qui les rend nettement plus rapides tant pour le 
réglage fin que pour l'inférence.

Avec l'explosion récente des modèles d'IA générative, les chercheurs 
ont tendance à oublier que les encodeurs restent de loin les modèles de 
texte d'apprentissage profond les plus utilisés dans l'industrie !

Opportunités
Grâce aux récentes avancées sur les décodeurs (améliorations en termes 
de qualité des données, d'échelle et d'architecture), il existe un fort 
potentiel pour réaliser des progrès similaires dans le domaine des 
encodeurs. 26



Aperçu des modèles EuroBERT

EuroBERT
2.1B

EuroBERT
610M

EuroBERT
210M

27

➔ 3 tailles adaptées à diverses contraintes
➔ 5T tokens vus pendant l’entraînement
➔ 15 languages supportés
➔ 8k taille du contexte
➔ Entièrement Open-Source
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Architecture

Les modèles EuroBERT comptent entre 210 millions et 2,1 milliards de 
paramètres, tous entraînés sur le même nombre de tokens et utilisant des 
configurations architecturales identiques.

> Llama 3 tokenizer

> Grouped Query Attention

> Rotary Position Embeddings

Architecture inspire de Llama 3

> RMS Normalization

> SwiGLU layers

> Non-causal masking



Pre-training

Recettes pour l’apprentissage de bout en bout

Annealing Fine-tuning

Data
> Large quantity of 
unsupervised data
> Tokens masked 
randomly

Learning objective
> MLM: model trained 
to retrieve the 
masked tokens

Data
> Smaller quantity of 
unsupervised data
> Higher quality

Learning objective
> Depending on use 
case (CE , MSE…)  

Evaluation

Learning objective
> MLM
> Learning rate 
decreased to 0

Data
> Depending on use 
case (classification, 
regression…)

29

Boizard et al, COLM 2025 
EuroBERT: Scaling Multilingual Encoders for European Languages
https://arxiv.org/abs/2503.05500
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6

https://arxiv.org/abs/2503.05500
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6
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Boizard et al, COLM 2025 
EuroBERT: Scaling Multilingual Encoders for European Languages
https://arxiv.org/abs/2503.05500
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6

https://arxiv.org/abs/2503.05500
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6
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Données pour le pré-entraînement

Un bon mix est la clé

➢ Mix: un modèle est performant 
sur les domaines qu'il a observés.

➢  Math & code: pour le 
raisonnement

➢  Parallel data: pour transférer 
des connaissances entre les 
langues
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Stratégie de masquage

EuroBERT

I am an encoder

<mask> am <mask> encoder

I am an encoder

Stratégie de masquage

> 50% de la phrase est masquée1

> Seulement du masquage: pas de 
remplacement par des jetons 
aléatoires (cf. entraînement de 
type BERT)

: Cross-entropy on vocabulary space1Alexander Wettig et al., "Should You Mask 15% in Masked Language Modeling?"
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Boizard et al, COLM 2025 
EuroBERT: Scaling Multilingual Encoders for European Languages
https://arxiv.org/abs/2503.05500
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6

https://arxiv.org/abs/2503.05500
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6
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Procédure d’Annealing

Text

Quality classifier

Text TextText

Medium Good High

Le
ar

n
in

g 
R

at
e

Training Step

Filtrage – Qualité des données Learning Rate Decay

Performance améliorée
➢ Meilleure adéquation 

avec les données du 
monde « réel »

➢  Convergence plus 
efficace vers un minimum 
local
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Boizard et al, COLM 2025 
EuroBERT: Scaling Multilingual Encoders for European Languages
https://arxiv.org/abs/2503.05500
https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6

https://arxiv.org/abs/2503.05500
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https://huggingface.co/collections/EuroBERT/eurobert-67ceb6c01804878b1f7999c6
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Protocole d’évaluation

Protocole d’évaluation

> Tâches: retrieval, sequence 
classification & regression, token 
classification

> Baselines: XLM-RoBERTa, 
mDeBERTa, mGTE, ModernBERT

> Fine-tuning: Tous les modèles sont 
soumis au même protocole afin de 
garantir une comparaison équitable.
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Résultats

Tâches multilingues

Tâches codes et maths

Performance d’ EuroBERT
➢ Multilingue: EuroBERT égale 

ou surpasse les modèles de 
taille similaire sur les 
benchmarks multilingues.

> Math & Code: EuroBERT 
obtient des résultats SOTA dans 
les tâches mathématiques et 
liées au code



3
8

Token Classification

Impact de la fertilité du tokenizer sur la performance en NER
> Observation: Les modèles EuroBERT sont moins performants que leurs 
homologues de taille similaire en NER, malgré des performances globales 
raisonnables.
> Explication : Une fertilité plus élevée implique la division des entités en 
plusieurs sous-tokens, ce qui dilue leur cohérence sémantique et 
complique ainsi la supervision.



➢ Les gains minimes obtenus entre 600 millions et 2 
milliards d'EuroBERT ont soulevé des questions sur la mise 
à l'échelle traditionnelle des encodeurs.

➢ EuroBERT est axé sur les données ; Examen du rôle de 
l'objectif de pré-entraînement et de la bidirectionnalité. 39

Devons-nous continuer à pré-entraîner les encodeurs 
avec MLM ?

Should We Still Pretrain Encoders 
with Masked Language Modeling?

Preprint (07/25)

EuroBERT: Scaling Multilingual 
Encoders for European Languages

Accepted @ COLM (10/25)



Pre-entraînement causal et apprentissage de représentations
> Plus récemment, les modèles génératifs (qui fonctionnent 
généralement à une échelle beaucoup plus grande) ont été 
adaptés à l'apprentissage de  représentation, obtenant des 
résultats à l’état de l’art sur les benchmarks.

Question de recherche
Dans quelle mesure le pré-entraînement causal contribue-t-il 
réellement à renforcer les représentations, et dans quelle mesure 
cet effet est-il influencé par des facteurs confondants tels que 
l'échelle du modèle et le régime des données ?

Entraînement bidirectionnel
> L’entrainement bidirectionnel est l’approche standard pour 
apprendre de bonnes representations (e.g., BERT)

40

Motivations
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CLM vs. MLM

CLM

EncoderDecoder

The dog likes treats .

dog likes treats . <EOS>

MLM

The dog <MASK
> treats .

likes
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Protocole expérimental

> 2 cadres réalistes: PFS, CPT
> 3 tailles de modèles: 210M, 
610M, 1B
> Cadre unifié: Pipelines 
unifiés de pré-entraînement et 
d'ajustement / d'évaluation

But : Évaluer l'impact spécifique de l'objectif de pré-entraînement 
sur la qualité de la représentation
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Pré-entraînement

➢ MLM surpasse globalement CLM pour l'apprentissage des 
représentations textuelles. 

➢ Le passage à l'échelle diffère selon la tâche (e.g., QA vs. IR)
➢  CLM égale ou surpasse  MLM en matière de TC.

Question: Entre CLM et MLM, quel objectif est le plus efficace 
pour apprendre de bonnes représentations textuelles  ?
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Pré-entraînement avec MLM ou CML

> CLM est plus data-efficient que MLM (gauche)
> CLM génère des modèles plus faciles à adapter que MLM (droite)
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Recyclage de modèles via un pré-entraînement continu

Question: Si nous voulons poursuivre le pré-entraînement d'un 
modèle existant, devons-nous partir d'un point de contrôle MLM ou 
CLM ?

> Dans l'ensemble, adapter un CLM avec MLM donne de meilleurs 
résultats que la poursuite du MLM sur un modèle pré-entraîné avec 
MLM.
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Pré-entraînement continu

> Quelques étapes de CPT suffisent pour atteindre de bonnes 
performances
> Les modèles pré-entraînés avec CLM montrent une trajectoire 
pus prometteuse.



➢ Il est possible de construire  des modèles européens ouverts, 
transparents et compétitifs

➢ Importance de l’ ouverture des modèles, codes et données :

➢ Plus que les modèles eux-mêmes, l’ouverture dans ce domaine 
permet de partager le savoir-faire et des recettes importantes.

➢ Vers des  modèles entièrement ouverts incluant les points de 
contrôle d’entraînement pour étudier de nouvelles pistes 
d’amélioration mais aussi comprendre la dynamique de 
l’entraînement

Conclusions



2. Importance des données pour 
l’adaptation



Adaptation
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Safe Retrieval
Trustworthy Reranking: 
abstention mechanism

ULD - Distillation Loss
Loss using optimal transport 
theory to enable distillation 
across different 
architectures & tokenizers.

Adapter les LLMs et les rendre accessibles au plus grand nombre impliquent de 
les adapter à des données spécifiques, de remédier aux contraintes liées aux 
coûts et de résoudre les limites en matière d'évaluation.

ColPali – Multimodal LM
Simple Document Retrieval in the 
Vision Space.
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RAG: Retrieval Augmented Generation
Le cas d’usage n°1 en entreprise

51

Corpus privé

.

Mise à jour 

Informations récentes 
sans ré-apprentissage

Sources
Fondements des 
réponses dans les 
documents sources



Pipeline classique pour la recherche de documents
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Une chaine complexe et lente



Colpali : recherche dans le domaine visuel

Idée : supprimer complètement l'analyse des documents, en travaillant avec des  
« captures d'écran » des documents.

La récupération de documents à partir d'images est un concept totalement nouveau... Est-ce 
que cela fonctionne bien ?

vs.

Les pipelines standard 
fonctionnent

avec le contenu textuel extrait. 
Des pipelines complexes sont nécessaires 
pour extraire du texte, détecter la mise en 
page du document, légender les éléments 
visuels, intégrer le contenu textuel à l'aide de 
modèles d'intégration de texte...

Peut-on former des retrievers à 
travailler à partir d'images de 

documents ? 
Les modèles linguistiques visuels sont utilisés 
pour créer directement des représentations 
de l'image de chaque page du document !

EntrainablePlus rapideCapable



Colpali : recherche dans le domaine visuel
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Colpali : le benchmark ViDoRe
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ViDoRe, Visual Document Retrieval Benchmark 
(référentiel de recherche documentaire visuelle), 
qui permet d'évaluer la capacité des moteurs de 
recherche à extraire des informations riches sur 
le plan visuel dans des documents, avec des 
tâches couvrant divers sujets, modalités (figures, 
tableaux, texte) et langues !



Colpali : le benchmark ViDoRe
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Exemples de paires (document, requête)

What types of accounts or
products allow investors to
defer paying taxes?

What are some common
outcome areas targeted by TAII
for different age groups?



ViDoRe V2 et V3

5
7

• ViDoRe V2 a étendu le 
benchmark à des 
requêtes plus ouvertes.

• ViDoRe V3 conçu pour 
établir une nouvelle 
norme d'excellence dans 
le secteur de l'évaluation 
multimodale de la 
recherche de documents 
d'entreprise (avec 
NVIDIA)



Quelques résultats
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ColPali est simple & rapide
L'encodage s'effectue par simple 
transfert, ce qui permet 
d'intégrer les documents 18 fois 
plus rapidement qu'avec des 
pipelines PDF/OCR complexes.



3. Importance de l’explicabilité : vers 
des outils ouverts



Composantes clés de l’explicabilité

Tutoriels PFIA



Des outils en open-source



Evolution of learned concepts during training

Internship of Raphael 
Bernas
with Fanny Jourdan and A. 
Poché, IRT Saint Exupery



➢ Il est possible de construire  des modèles européens ouverts, 
transparents et compétitifs

➢ Importance de l’ouverture des données, modèles, code de bases, 
points de contrôle d’entraînement.

➢ Problème du contexte-shift : les jeux d’évaluation sont souvent peu 
représentatifs de l’ensemble des cas rééls, e.g. ViDOrE.

➢ Importance de supporter la mise à disposition d’outils pour la 
conception de systèmes de confiance.
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Conclusions



The team

Many
more



6
5

Q&A


	Slide 1: Vers des LLMs ouverts et transparents pour l'Europe : conception, adaptation et explicabilité  Céline Hudelot,  Professeur en Informatique, CentraleSupélec Laboratoire MICS
	Slide 2: Avant propos
	Slide 3: Une rapide bio
	Slide 4: Laboratoire MICS
	Slide 5: Intelligence Artificielle Générative
	Slide 6: Travaux sur les LLMs au MICS
	Slide 7: Et sur les modèles de fondation, e.g. santé
	Slide 8: Contexte : des modèles très performants
	Slide 9: Contexte : des modèles loin d’être dignes de confiance
	Slide 10: Quelques challenges
	Slide 11: 1. Il est possible de concevoir des modèles européens ouverts et transparents.
	Slide 12: Une suite de modèles européens
	Slide 13: Une suite de modèles européens
	Slide 14: CROISSANT LLM : un petit modèle de langue
	Slide 15: Croissant LLM
	Slide 16: Un projet de recherche avec des motivations industrielles
	Slide 17: Le modèle (lois d’échelle de Chinchilla)
	Slide 18: Les données
	Slide 19: Les données
	Slide 20: Transparence & Open-Source
	Slide 21: Application : Traduction dans le navigateur (DINUM) 
	Slide 22: Une suite de modèles européens
	Slide 23: Decodeurs vs. Encodeurs
	Slide 24: Stratégies de pré-entrainement : CLM vs. MLM 
	Slide 25: Focus sur deux travaux récents sur les encodeurs 
	Slide 26: Pourquoi des encodeurs ?
	Slide 27: Aperçu des modèles EuroBERT
	Slide 28: Architecture
	Slide 29: Recettes pour l’apprentissage de bout en bout
	Slide 30: Recettes pour l’apprentissage de bout en bout
	Slide 31: Données pour le pré-entraînement
	Slide 32: Stratégie de masquage
	Slide 33: Recettes pour l’apprentissage de bout en bout
	Slide 34: Procédure d’Annealing
	Slide 35: Recettes pour l’apprentissage de bout en bout
	Slide 36: Protocole d’évaluation
	Slide 37: Résultats
	Slide 38: Token Classification
	Slide 39: Devons-nous continuer à pré-entraîner les encodeurs avec MLM ?
	Slide 40: Motivations 
	Slide 41: CLM vs. MLM
	Slide 42: Protocole expérimental 
	Slide 43: Pré-entraînement 
	Slide 44: Pré-entraînement avec MLM ou CML
	Slide 45: Recyclage de modèles via un pré-entraînement continu
	Slide 46: Pré-entraînement continu
	Slide 47: Conclusions 
	Slide 48: 2. Importance des données pour l’adaptation
	Slide 49: Adaptation
	Slide 50: Adaptation
	Slide 51: RAG: Retrieval Augmented Generation Le cas d’usage n°1 en entreprise 
	Slide 52: Pipeline classique pour la recherche de documents
	Slide 53: Colpali : recherche dans le domaine visuel
	Slide 54: Colpali : recherche dans le domaine visuel
	Slide 55: Colpali : le benchmark ViDoRe
	Slide 56: Colpali : le benchmark ViDoRe 
	Slide 57: ViDoRe V2 et V3 
	Slide 58: Quelques résultats
	Slide 59: 3. Importance de l’explicabilité : vers des outils ouverts
	Slide 60: Composantes clés de l’explicabilité
	Slide 61: Des outils en open-source
	Slide 62: Evolution of learned concepts during training
	Slide 63: Conclusions
	Slide 64: The team
	Slide 65

